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ABSTRACT: Cloud detection of satellite cloud 

images is the key to the analysis and application of 

various remote sensing data. In the detection 

process based on deep learning, with the deepening 

of deep learning network, although it can 

effectively extract features, there are some 

problems in training, such as gradient 

disappearance, low training efficiency and difficult 

optimization. To solve these problems, this paper 

uses the densely connected convolutional neural 

network model to realize the cloud detection of 

multispectral satellite cloud images. In view of the 

low utilization efficiency of the densely connected 

network in the feature channel, it effectively 

combines the attention mechanism with the 

densely connected convolutional neural network to 

improve the utilization of the features of the 

model. In order to improve the performance of the 

model, this paper uses shared memory to reduce 

the display memory of the model in the training 

process, so that a deeper network structure can be 

used under the condition of limited computing 

resources, which greatly improves the performance 

of the network model; Combined with the latest 

AdaBound optimizer, the learning rate is 

dynamically trimmed, so that the model has both 

the fast convergence speed in the early stage of 

Adam training and the excellent performance in 

the later stage of SGD training. The experimental 

results show that this method has a good 

performance for the application of cloud image 

detection with complex spectral information. 

KEYWORDS: Remote sensing ； Densely 

connection network；Redundancy；SGD

；Deep Learning 

 

I. INTRODUCTION 
Cloud cluster recognition with high accuracy is the 

key step of remote sensing satellite imagery 

analysis and the premise of analyzing 、 using 

remote sensing images. In the earlier days, 

  

cloud detection methods can be divided into two 

categories: based on threshold and statistics. The 

method based on threshold is to recognize cloud 

pixels by using the high reflectance of clouds in 

three visible and near-infrared bands and the low 

temperature in thermal infrared bands. Ackerman et 

al. [1] used the Cloud Mask Algorithm in the 

product of generating cloud ,which comes from the 

data of medium resolution imaging spectrometer 

1b, and Zhu et al. [2] used the classical f-mask 

(function of mask) algorithm for cloud detection of 

Landsat series satellite images. Because of its 

simplicity and fast computing speed, the method 

based on threshold method has been widely used in 

cloud detection for remote sensing imagery. Band 

selection and threshold selection depend on the 

spectral differences between cloud clusters and 

typical scenes. However, due to the different scenes 

and the complexity of cloud pose, it is usually 

difficult to identify accurately. Therefore, the 

method based on threshold usually has low 

accuracy and very unstable. In some areas with 

high reflectivity, it will be covered by snow 

surface, lakes and other areas. Moreover, it will fail 

to detect in some areas covered by thin clouds and 

broken clouds. 

Another kind of cloud detection method is based on 

statistics, which is to calculate spectral and texture 

information from the original sample data, and then 

use pattern recognition methods, such as cluster 

analysis [3], support vector machines (SVM) 

[4] and artificial neural network [5] to implement 

cloud detection. This method can automatically 

learn the spectral characteristics of clouds and 

typical scene types from the original sample data, 

and use a large number of samples to train the 

classifier. Richard [6] et al cut the remote sensing 

imagery into 16 × 16 pixel matrix as the input 
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sample, and the calculated spectrum, texture and 

other physical properties are input into the 

probability model. Liou et al. [7] extracted the 

texture features of cloud based on singular value 

decomposition (SVD) method, and classified the 

features using their own design drawing network. 

Compared with the method based on threshold, the 

cloud detection method based on statistics has 

higher accuracy and stability, and there are still 

some problems with detection of thin cloud and 

broken cloud. 

In recent years, with the fast development and 

excellent feature extraction ability, more and more 

researchers are paying attention to deep learning. In 

the task of cloud detection for remote sensing 

imagery, the method based on DNN can be divided 

into pixel block classification and pixel level 

classification. In the view of pixel blocks, Shendrik 

[8] et al. proposed a multi network integration 

strategy for multi label classification of high-

resolution satellite sub scenes with cloud, cloud 

shadow and land cover. Liu [9] et al. trained Deep 

Convolutional Neural Network (DCNN) to learn 

the characteristics of super pixels, and generated a 

cloud forming probability map by identifying the 

super pixels of the input image. In 2014, Long [10] 

and others firstly proposed Full Convolutional 

Networks (FCN) network for image pixel level 

segmentation. That was the first time that DCNNs 

model has been successfully applied to the task of 

image segmentation and has become the 

cornerstone of semantic segmentation. In 2015, 

Ronneberger [11] and others proposed a U-shaped 

network structure. U-net can obtain spatial location 

information and context information at the same 

time. It has the characteristics of simple network 

and excellent effect in semantic segmentation. 

Subsequently, many works [12,13,14] has been 

done for the improvement of u-net, which was 

applied to the field of remote sensing. Yin et al. 

[15] proposed a multi-level feature connected 

convolutional neural network to realize cloud 

detection in Landsat 7 and Landsat 8 images on 

gee. Zhan [16] et al. only used RGB images with 

three visible spectral bands and used the idea of 

FCN to segment clouds and snow. In order to make 

full use of the physical characteristics of clouds in 

different spectral bands, Dreonner [13] and others 

used u-net architecture to detect clouds in 

multispectral remote sensing images, which 

effectively improved the accuracy of cloud 

detection, but also brought additional computing 

difficulties for multispectral imagey model. Chai 

[17] et al. proposed an improved version of 

adaptive SegNet model. The convolution layer is 

used to extract different levels of spatial and 

spectral features, and the deconvolution layer 

produces detailed segmentation results. In terms of 

using spatial detail features, a pool index method is 

proposed to improve the accuracy of cloud and 

cloud shadow detection for remote sensing images. 

However, SegNet's ability to obtain global 

semantic information is insufficient, resulting in 

false detection. Chen [18] et al. proposed hole 

convolution in DeepLab network to increase the 

receptive field of the model and improve the 

accuracy of the segmentation model. Yan [19] et al. 

proposed a Pyramid Pooling Module (PPM) to 

obtain global context information, which enhances 

the ability to distinguish segmented objects. Li et 

al. 

[20] introduced the multi-scale feature fusion 

module to effectively master the multi-scale 

information and global information. However, 

there are inevitable problems of cloud classification 

errors and long model training time. The cloud 

mask is extracted directly from the thumbnail of 

the remote sensing imagery (the preview image). 

Due to the loss of resolution and spectrum 

information, the cloud detection of the preview 

image has more challenges. Yang et al. [21] used a 

CNN based on cloud detection network to process 

the preview image of remote sensing imagery. The 

network used Feature Pyramid Module (FPM) to 

extract multi-scale context information. Although 

the above methods have achieved good results in 

the field of semantic segmentation, there are still 

unclear segmentation visualization results, and 

there are a lot of noise around the boundary of the 

segmented object. 

At present, more and more people use the 

network model , so the accuracy is higher than 

before. The performance of densely connected 

network is the most prominent, but while pursuing 

the acme utilization of features, there are a large 

number of problems that generate features and 

occupy the memory of the model. Although the 

densely connected network improves the 

performance of network in spatial dimension, the 

densely connected network directly combines all 

the generated features , resulting in the annihilation 

of some useful feature information and the 

redundancy of some useless feature information. 

And the Stochastic Gradient Descent (SGD) 

algorithm used in densely connected networks has 

the same scaling of each gradient when updating 

parameters, resulting in slow training speed and 

poor effect  

when the training data is very uneven. In order to 

solve this problem, this paper introduces the 

attention mechanism to optimize the resource 

utilization between each feature channel. In view of 
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the fact that the densely connected neural network 

will produces a large number of middle layer 

features and occupies a large amount of video 

memory in the training process, the method of 

shared storage is introduced to solve the problem 

that the model occupies a large amount of video 

memory, so that deeper models will be trained to 

have better performance, and the learning rate can 

be dynamically cut in combination with the latest 

AdaBound optimizer, The model not only has the 

fast convergence speed in the early stage of Adam 

training, but also has the excellent performance in 

the later stage of SGD training. Experimental 

results show that the proposed method can realize 

fast and accurate segmentation of sexual cloud 

images. 

 

II. METHODOLOGY 
Convolutional neural network mainly relies on 

convolution operations, using the idea of local 

receptive fields to fuse spatial and channel 

information, so as to extracts effective features. 

However, it is difficult to learn a network with 

good performance. The attention module 

introduced in this paper does not introduce a new 

spatial dimension, but uses a new brand called 

"feature recalibration" method to integrate channels 

of features. "Feature recalibration" means that the 

network model determines the importance of each 

future’s channel through learning, and enhances or 

suppresses the features of different importance. 

Essentially, it allows the feature channel to perform 

adaptive calibration. 

 

Squeeze-and -Excitation module 

The output of the convolutional layer does not 

consider the dependence of each channel. The goal 

of the Squeeze-and Excitation module (SE module) 

is to enable the model to selectively enhance 

features with a large amount of information, so as 

to make full use of useful features and suppress 

useless features. 

 
 

As shown in Figure 1, it is a schematic diagram of 

the Squeeze-and -Excitation module. The input is        

X , the number of channels is  C1 , 
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the improvement, using average pooling as a 

pooling operation is better than maximum pooling. 
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Table 2 shows the effect of using different 

activation functions in the cloud image data set in 

SE-DenseNet121. Using the Sigmoid function as 

the activation function is better than the ReLU and 

Tanh activation functions. 

 

 
 

B. Experimental comparison of different decay 

rates The hyperparameter decay rate can be 

used to balance the accuracy and computational 

complexity. A smaller decay rate means greater 

computational consumption, but the accuracy 

rate will be higher. This time the improved 

algorithm adopts   . It is worth noticng that the 

number of input channels must more than 16, 

otherwise the number of channels divided by 16 

will become 0, and the model will not allow 0. 

Table 3 is the effect comparison of SE-

DenseNet121 cloud image data set under 

different attenuation rates   . 

 

 
 

Considering the structure of the 

densely connected convolutional network, how to 

determine the parameters of the combination of the 

SE module and the densely connected network can 

be analyzed through the above experimental 

results. When SE module uses average pooling, 

Sigmoid function, and attenuation rate of 16, SE-

densenet121 gets the best training results. 

 

Video memory optimization 

As a brand model, DenseNet make use of its own 

features so that can effectively improve the 

performance of the model, but it is inevitable that 

there will be a large number of intermediate 

features during the training process, which will 

cause the problem of large memory usage. In order 

to make deeper network training under the GPU 

environment, and to further improve the network 

performance, we can use shared storage to solve 

the above problem . 

 
Figure 3 Comparison of training video memory 

storage methods 

 

As shown in Figure 3, the left is the 

storage mechanism of DenseNet, the right is the 

improved DenseNet storage mechanism, the left is 

the input of a convolutional layer of a Dense block, 

including the output feature maps of all 

convolutional layers, and the new feature map is 

generated by concatenate operation, then as input 

features for convolution after normalization. 

However, the storage space will be reopened when 

concatenate and normalization operations are 

performed. Not only that, but in Pytorch, the 

features generated by backpropagation will also 

open up new storage space. The improved 

DenseNet stores the features of the middle layer in 

a temporary cache by pre-allocating shared storage 

space and pointers, further reducing the amount of 

storage. 

 
 

In order to further verify the improvement 

of the shared memory space and pointers on the 

model’s video memory occupancy, the model’s 

video memory occupancy of the 79-layer, 103-

layer, 115-layer, and 121-layer models are 

compared. From Figure 4, it can be found that the 

more layers it has, the better effect it will show. 

When the number of layers is 121, the optimization 

effect of the video memory is the most obvious, so 

training through shared storage space and pointers 

has very good practical value. 

 

Model optimizer 

With the continuous development of deep 

learning, many optimizers have been proposed. 
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This section mainly introduces the most 

representative model optimizer: SGD and Adam, 

points out their shortcomings, introduces the latest 

improved optimizer, and analyzes the adaptive 

algorithm combined with dynamic learning rate 

(Adaptive Gradient Methods with Dynamic Bound 

of Learning Rate, AdaBound), and applies it to the 

cloud detection model in this section to observe the 

performance on the cloud map data set. 

 

SGD optimizer 

The first-order optimization algorithm has 

made great progress in optimizing neural 

algorithms. As the most important algorithm 

among them, SGD has achieved good results in 

many applications. However, it is difficult to 

choose a suitable learning rate for SGD. When the 

data or features are sparse, the learning rate needs 

to be larger. When the data and features are more 

common, the learning rate needs to be smaller. The 

specific algorithm flow of SGD is shown in Table 

4. 

 
 

Adam optimizer 

Adam is also a very popular algorithm in deep 

learning. It can replace the first-order optimization 

algorithm of the traditional stochastic gradient 

descent process. It is an algorithm that performs 

one-step optimization on the random objective 

function. It is relatively easy to implement and has 

high calculations. Efficiency and low memory 

requirements have a relatively good effect on 

solving large-scale data and parameter problems. 

And it can solve the hyperparameter problem 

intuitively, and the model can be optimized only by 

adjusting the parameters in a small amount. The 

specific algorithm flow is shown in Table 5.  

 

 

Table 5 Adam algorithm 
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  Table 6 Ada Bound algorithm 

 

 

 
This simulation experiment uses a 121-

layer multi-dimensional densely connected 

convolutional neural network (M-densenet) and a 

152-layer deep residual convolutional neural 

network (ResNet) for comparison. Deep residual 
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networks only rely on the most complex features 

of the network, while multi-dimensional densely 

connected convolutional neural networks utilize 

not only the most complex features, but also 

shallow features. Figure 5 shows the validation 

accuracy trends of deep residual convolutional 

neural networks and multi-dimensional densely 

connected convolutional neural networks on the 

Cloud dataset. In the first 50 iterations, the 

multidimensional densely connected network 

converges significantly faster than the 

convolutional neural network. And in the first 75 

iterations, the validation accuracy of the multi-

dimensional densely connected convolutional 

neural network is already close to 90%, while the 

validation accuracy of the deep residual 

convolutional neural network is close to 90% 

after 

150 iterations. Densely connected convolutional 

neural networks significantly better than deep 

residual convolutional neural networks. 

In order to enhance the contrast of the 

experiment, the cropped multispectral satellite 

cloud images are put into the trained model to be 

predicted, and then each satellite image is spliced 

in the form of pixels, so as to realize the overall 

prediction of satellite cloud images. The 

performance of the model can be evaluated 

intuitively. This simulation uses the point cloud 

experiment effect comparison chart. As shown in 

Fig. 6, no cloud is marked in black, thick cloud 

marked in red, and the thin cloud marked in white. 

From Figure 6, we can find that the deep residual 

network model has over-detection of thick cloud 

and false detection of thin cloud in the upper left 

corner, while the multi-dimensional densely 

connected convolutional neural network in this 

paper can better complete different types of cloud 

image recognition, but mistakes are still inevitable. 

The false detection of thin cloud, shown in the 

upper left corner, illustrates that the multi-

dimensional densely connected convolutional 

neural network still needs improvement. 

 

 
(a)Original satallite cloud map (b) ResNet (c) M-

densenet 

Figure 6 Comparison of cloud detection effects of 

different methods 

 

This simulation experiment mainly 

compares the improved 121-layer SE-DenseNet 

cloud detection model with the 121-layer M-

DenseNet cloud detection model and the 152-layer 

ResNet cloud detection model. It can be seen from 

Figure 7 that the curve of SE-DenseNet is 

smoother than that of M-DenseNet, indicating that 

the features of the attention mechanism can be 

recalibrated by explicitly modeling the 

dependencies of the feature channels, and the 

importance of each feature channel can be learned 

by the SE module . The weights of features are 

recalibrated according to the importance of 

different feature channels to further optimize the 

performance of the model. From Figure 5.1, it can 

be found that compared with M-DenseNet, SE-

DenseNet model has been well improved in terms 

of convergence speed and accuracy. 

 

 
Figure 7 Verification accuracy curve of different 

algorithms 
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This simulation experiment mainly 

compares the 121-layer SE-DenseNet cloud 

detection model improved in this section, and 

compares the training results with the 121-layer M-

DenseNet cloud detection model and the 152-layer 

ResNet cloud detection model. It can be seen from 

Figure 7 that the curve of SE- DenseNet is 

smoother than that of M-DenseNet, indicating that 

the attention mechanism can re-calibrate features 

by explicitly modeling the dependency of feature 

channels, and learn the importance of each feature 

channel through the SE module, and the weight of 

the feature can be re-calibrated according to the 

importance of different feature channels, and the 

performance of the model can be further optimized. 

From Figure 5.1, it can be found that SE-DenseNet 

is compared with M-DenseNet, whether it is the 

convergence speed of the model or the accuracy of 

the model relative to the original. The models have 

been well improved. 

In order to further verify the improvement 

effect and compare the generalization effect of the 

model, this section also adds a comparison of cloud 

image detection results. As can be seen from Figure 

8, compared to M-densenet, SE-densenet's over- 

and false-detection problems have been improved to 

a certain extent. Thus, it is proved that the SE-

densenet model has better performance. 

 

 
 

To further analyze the performance 

advantage of 121-layer SE-densenet over other 

networks, Figure 9 shows the accuracy curves of 

SE-densenet, LeNet, 19-layer VGG, and 152-layer 

ResNet. As can be seen from Figure 9, VGG and 

SE-densenet converge faster, but after 100 

iterations, the accuracy of ResNet152 starts to 

catch up with VGG. The performance of the LeNet 

curve is poor and there is no faster convergence. 

Finally, the performance is also worse than other 

networks, while SE-densenet has the fastest 

convergence speed and better final performance, 

and the curve is smoother than other models, which 

further verifies that SE-densenet has better 

optimization performance and better performance. 

The convergence speed is fast, and the feature 

learning ability is stronger. 

 

 
Figure 9 accuracy curve of each model verification 

 

Precision   and   Recall   are two metrics widely 

used in information retrieval and statistical 

classification. They are mainly used to evaluate the 

quality of results. Precision refers to how many 

samples the model judges to be positive. is the real 

positive sample; the recall rate refers to how many 

positive samples are judged as positive samples by 

the model. Let the set of positive samples output by 

the model is     , and the set of real positive 

samples is      . 
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III. CONCLUSION AND DISCUSSION 
This paper mainly aims at Densenet's lack 

of feature channel dimension optimization, which 

greatly reduces the efficiency of feature extraction 

of the network model. Therefore, the SE module is 

combined with DenseNet to analyze the parameters 

of the SE module, and compare related experiments 

to determine the optimal algorithm parameters. In 
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